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ABSTRACT
We respond to two claims within the larger debate over banning ver-
sus regulating Autonomous Weapon Systems (AWS). First, contrary
to the claim that artificial intelligence (AI)-based AWS are legally
distinct from traditionally-programmed AWS, we believe that the
same high standard should apply to both types. Second, we caution
against reasoning about future AI systems as if they will have the
exact same limitations as today’s AI. There is reason to believe the
current limitations of AI performance and validation methods will
be surpassed, especially with regard to the Law of Armed Conflict
(LOAC) principle of distinction. We conclude with a discussion of
the current state of “predictability” for autonomous systems, with
consequences for adherence to the principles of LOAC.
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1 INTRODUCTION
Autonomous Weapon Systems (AWS) are weapons which may au-
tonomously choose their targets, and fire upon them without hu-
man intervention.1 As artificial intelligence technology improves,
a debate rages between proponents of a preemptive ban on AWS2
and those who favor regulation of AWS, either via the existing Law
of Armed Conflict (LOAC) or a new treaty.3

This debate is important, as autonomous weapons have the po-
tential to completely change the way humans wage war. However,
in this debate, we have observed two common assumptions that
we believe to be faulty. In this paper we challenge these two as-
sumptions and make some observations about the current state of
autonomy.

∗Work conducted while a student at Boston University School of Law
1This is a United States-centric definition of AWS. Other names for AWS include
Lethal Autonomous Weapons (LAW) and Fully Autonomous Weapons Systems (FAW
or FAWS). See note 7.
2See e.g. [27], [10], [44], [35], [39]
3See e.g. [78], [6], [18], [92], [9]
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Different standard for artificial intelligence. There is a split as to
the exact difference between autonomous systems and automated
systems.4 In one view, artificial intelligence itself should be held
to a different legal standard than other programming methods for
AWS.5 This view is based on the assumption of clean separation
between traditional “automated” systems, and modern AI-based
“autonomous” systems. However, in our view, the line between
these categories is very blurry: many mere “automated” systems of
the past use machine learning or artificial intelligence. In our view,
all systems that make targeting and firing decisions without human
intervention should be held to the same legal standard, regardless
of programming technique.

A key issue for determining the legality of an AWS is the ability
to predict its actions. Arguments for different legal standards often
focus on the (correct) observation that AI behaves less predictably
than traditional programs. However, we believe that the difference
is a technical issue, not a legal one. While a traditional program is
generally much easier than AI to analyze and test to ensure that it
will behave predictably, the legal requirements of the system need
not change: traditionally-programmed systems that can choose tar-
gets and fire without human intervention should still be considered
autonomous.

No progress beyond today’s technology. Second, we see many
analyses of AWS legality that are based on the assumption that
the technology for achieving autonomy will never progress far
beyond the level it is now.6 These analyses generally use the fact
that AWS perform poorly at a task today as an argument that all
future AWS will also fail at that task, often in favor of a blanket ban
on AWS. We argue that there is not sufficient evidence to rule out
the possibility that technology will progress to the point where an
AWS could sufficiently perform the tasks at hand, at least in limited
4See [5, p., 118], [16, p. 24]
5 Papers that describe traditional programs and artificial intelligence as potentially
legally different include Roff [72, p. 213] (“[AWS] that learn . . .would require a meaning-
ful level of artificial intelligence. I reserve the word ‘autonomous’ for these weapons.”);
Williams [95, p. 32-33] (distinguishes an “automated system . . . programmed to logically
follows pre-defined rules” from an “autonomous system . . . capable of understanding
higher-level intent and direction” (emphasis added)); Kellenberger [47] (“A truly au-
tonomous system would have artificial intelligence that would have to be capable of
implementing IHL”)
6 Papers that make this assumption include Sloan [87, p. 117] (saying that lethal semi-
autonomous and fully autonomous robots would not be suited for unconventional
warfare); Asaro [10, p. 692] (“Because even ‘artificially intelligent’ autonomous systems
must be pre-programmed, and will have only highly limited capabilities for learning
and adaptation at best, it will be difficult or impossible to design systems capable of
dealing with the fog and friction of war”); Sharkey [85] (describing how robots “do
not have adequate sensory or vision processing systems for separating combatants
from civilians,” nor do they have the “situational awareness to make proportionality
decisions,” nor accountability, but without accounting for the possibility for these
assessments to change in the future); Docherty [27, §IV] (saying that fully autonomous
weapons “would be incapable of abiding by the key principles of international humani-
tarian law [and] unable to follow the rules of distinction, proportionality, and military
necessity”)
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circumstances. Furthermore, it is prudent to plan for the possibility
that the technology will progress to that point. We do not dispute
that today’s AI is limited in the ways they describe, but that does
not preclude the possibility of future improvement.

We begin by providing background on autonomousweapon systems
(section 2), and the legal requirements they must meet (section 3).
Then, we provide our counterarguments for each of the above
claims (sections 4 and 5). At the end, we describe the current state
of affairs in testing and validation methods for autonomous systems,
and identify areas in artificial intelligence testing and validation
that are undergoing current research (section 6).

2 BACKGROUND ON AUTONOMOUS
WEAPON SYSTEMS

We use the United States (U.S.) Department of Defense (DoD) term
Autonomous Weapon System (AWS) to refer to weapons that can
make targeting decisions and fire without intervention from a hu-
man.7 One important feature of this definition is that we only
consider “autonomy” with regard to targeting and firing decisions.
Many weapon systems incorporate autonomy in a non-targeting
application (for example, mobility or intelligence gathering)8, but
our definition of AWS only applies to systems that make targeting
and firing decisions autonomously.

2.1 AWS in use or development
Limited autonomous weapon systems have been in military use
for decades.9 Automated target recognition (ATR) software, which
automatically identifies targets that match a target profile, have
been in use since at least the 1970s.10 These were based on image
processing and machine learning at least as early as 1986,11 and
used neural networks as early as 1990.12 Generally, these systems
were only developed to point out targets to human operators, who
would pull the trigger.13 The main exceptions are in domains where
human reaction time is not sufficient to stop an enemy attack, such
as missile defense.14

This is starting to change. Over the course of the 2000s, more
decision-making was moved onboard remote systems, especially in
the context of Unmanned Aircraft Systems (UASs) and Unmanned
Maritime Systems (UMSs).15 The U.S. has identified autonomy as a
key component of its strategy, and is the dominant player in AWS.16
Many other states are beginning to field or develop increasingly
autonomous weapons, including Israel, China, Russia, the Republic
7[19, p. 13]. For a summary of other proposed definitions of AWSs, see [49, p. 21-32]
and [16, p. 8].
8[16, p. 21, 27]
9 See generally [15, p. 401-402], [20, p. 82], [54, p. 5472], [51, p. 276-278], discussing
the HAROP system developed by Israel Aerospace Industries, several missile defense
systems (Israel’s Iron Dome, the Netherlands’ Goalkeeper, and Russia’s Kashtan), anti-
personnel sentries (the Republic of Korea’s SGR-A1, Israel’s Guardium, and the U.S.’s
MDARS-E), as well as air, sea, and ground vehicles developed primarily by Israel,
Russia, and the U.S.
10[16, p. 24]
11[14, p. 367], describing an ATR system that uses image processing and a k -nearest
neighbors classifier
12[73]
13[50]
14[3] [34] [84], discussing CIWS and the Israeli Iron Dome system
15[26]
16[16, p. 58]

of Korea, and Taiwan,17 and non-state actors are also beginning to
pursue unmanned and autonomous systems.18 Many more states
also have access to unmanned and autonomous weapons by buying
them from countries that are developing them.19

Over the coming years, greater autonomy is expected to be added
to existing systems, but only slowly. Aside from static and ship
defense, and domains that require too quick a reaction time to
involve a human, systems today generally use automation to point
out targets, but not to fire upon them autonomously.20 It is expected
that the next stage will have a machine autonomously choose a
target and fire unless a human vetoes the attack, as long as the
machine is reasonably confident it is acting correctly and legally. As
we will discuss in Section 6, these two phases can be used for more
advanced testing and data-gathering. Eventually, if the technology
progresses enough, AWS may become commonplace filling many
different battlefield functionalities. For the meantime, however, the
DoD intends to maintain “appropriate levels of human judgement
over the use of force.”21

2.2 Programming methods
We proceed to define three overlapping programming techniques:
traditional programming, machine learning, and artificial intelli-
gence. These can be placed along a spectrum of increasing “learning”
done by the program.

Traditional programming. This term refers to programs that use
conventional logic and programming languages. The programmer
specifies how to process the input via code that can be read as a logi-
cal flowchart. This category has also been referred to as “rule-based
systems,” 22 “classical programs,”23 the “bottom-up” approach,24
“if/then systems,”25 and “handcraft programming.”26 Although tra-
ditional programs are often easier to understand than those written
using machine learning or artificial intelligence, this is not always
the case. Traditional programs are often incredibly difficult to un-
derstand, either because they are encoding a complicated algorithm
or because they can be quite large. Moreover, such programs are not
necessarily deterministic. Traditional programs sometimes use ran-
domness to make decisions; this does not require machine learning
or artificial intelligence.

Machine learning. Machine learning (ML) occupies the middle of
the continuum between traditional programming and artificial intel-
ligence. Machine learning programs attempt to discover or replicate
patterns in datasets27 using a combination of applied statistics and
computing power.28 Generally, the workflow of (supervised) ML
is to train a model on an existing dataset where the results are
known, test it using additional known data, and later deploy it on
new unknown data. The ultimate goal of this process is to predict
17[46] [59, p. 1] [96, p. 18-20]
18[96, p. 21]
19[96, p. 20]
20[7, p. 6-7] [16, p. 26]
21[19, §4.a]
22[37, p. 10]
23[53, p. 155]
24[42, p. 30]
25[81, p. 406-407]
26[16, p. 16]
27[83, p. 24-25]
28[83, ch. 2]
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something about the new data. The model will base its predictions
about the new data on patterns learned from the training data. Be-
fore deployment, the model is tested on the test data to measure its
accuracy.

Artificial intelligence. Artificial intelligence (AI) is a broad term
that includes machine learning. Beyond machine learning, AI also
involves the creation of intelligent “agents” that learn about their
surroundings and act upon them.29 Some calls for banning or regu-
lating AWS specifically focus on the issue of human-like or general
AI.30 We do not restrict our analysis of AI in this way, we also ac-
cept the possibility of AWS that use AI in a narrow domain, without
any human-like intelligence, for example, an AI-based targeting
system.31

AnAWS could be built using traditional programming, ML, AI, or
any combination thereof. The categories are not mutually exclusive,
and most systems containing ML or AI also contain a fair amount of
traditional logic. A program written in a completely conventional,
non-machine learning, non-artificial intelligence manner could still
be considered “autonomous” in the sense that it could choose and
fire on a target without human action. Conversely, even a super-
intelligent AI might not be able to engage targets it selects without
human permission.

3 LAWS GOVERNING AUTONOMOUS
WEAPON SYSTEMS

Before we address trends in the debate regarding AWS, we describe
the existing legal requirements an AWS must meet. At the time of
writing, no existing international law or treaty specifically refer-
ences AWS32 and the use of AWS is not sufficiently widespread
for technology-specific customs to have developed through state
practice.33 The U.S. DoD has avoided claims about the legality of
autonomous weapons that it uses in lethal settings,34 presumably
to avoid setting an unintended precedent. In the absence of treaty
law, the baseline International Humanitarian Law (IHL) restrictions
on weapon systems apply.35

Five broad principles limit the use of weapons under interna-
tional law: (1) unnecessary or superfluous suffering; (2) military
necessity; (3) proportionality; (4) distinction; and (5) command re-
sponsibility or “accountability”.36 Each of the five are recognized
29[75, p. viii]
30See e.g. Docherty [27, p. 27]
31[73]
32 [78] (describing principles of IHL and LOAC as the primary treaties affecting
autonomous weapons in the absence of more specific treaties). See also [27, p. 1]
(discussing the absence of any treaty specifically prohibiting autonomous weapon
proliferation); [32, p. 4] (implicitly acknowledging absence of more specific treaty
law by resorting to the Convention on Certain Weapons, and general principles of
international humanitarian law to argue for legal limitations on autonomous weapons
proliferation)
33 The following compilations of customary international law do not reference any
specific customary international law restricting autonomous weapons: [17, 41, 43, 62,
79, 94]. These were all reviewed by Schmitt [78, note 6], and did not make note of any
customary international law imposing specific limitations on autonomous weapons,
or indeed, any reference to autonomous weapons at all.
34[19, §4.a]
35[78, p. 32]
36[78, p. 8-9 and 33] (discussing specific restrictions of LOAC in the context of the
underlying principles of distinction, proportionality, military necessity, unnecessary
suffering, and accountability). See also, [56, §3.1.1, 3.1.2] (describing the LOAC prin-
ciples that should be considered in the absence of expressly limiting treaty law and
customary international law).

to some extent as customary international law (“CIL”), so they are
binding on states to some extent regardless of treaty status.37 Thus,
if a weapon can never be used in a manner that comports with each
standard, then it is per se unlawful.38 There is nothing inherent to
AWS that prevents them from abiding by each of these principles,
but each principle does impose limits on their use as applied.39

Even if AWS as a class of weapon system are not per se illegal,
the principles of IHL, especially distinction, proportionality, and
accountability do impose substantive restrictions on the develop-
ment and deployment of AWS.40 We describe the restrictions (or
lack thereof) on AWS for each of the five principles.

3.1 Suffering
The prohibition on unnecessary or superfluous suffering outlaws
weapons which cause suffering to combatants with no military
purpose.41 The principle is codified inAP 1, Art.35(2), and as applied,
is concerned with a weapon’s effect on combatants (i.e. poisoning),
not the platform used to deliver that weapon.42 While an AWS
has the potential mis-judge the amount of suffering it will cause,
nothing in the use of an AWS as a delivery platform modifies the
harm inflicted by a particular type of weapon.43 Thus, AWS could
comply with the rule by employing any traditionally legal weapon.

3.2 Military necessity
Military necessity requires that a weapon provide an advantage
for legitimate military objectives.44 This principle is augmented by
the rule of precaution in attack, codified in Article 57 of Additional
Protocol One, 45 but also reflecting CIL, which requires that attack-
ers exercise “constant care . . . to spare the civilian population.”46 In
particular, with respect to the means of warfare used, Article 57
requires that attackers use the means least likely to harm civilians,
unless doing so would sacrifice some military advantage.47 Conse-
quently, to satisfy both rules, AWS must avoid civilian casualties

37[80, p. 231, 244, 251, 253, 259, 263] (discussing CIL status and relevant Additional
Protocol One [1] provisions of the prohibition on unnecessary suffering, military
necessity, proportionality, distinction, doubt, and command responsibility in respective
sections throughout the paper)
38[78, p. 2]
39[78, p. 35] (“This article has demonstrated that autonomous weapons are not unlaw-
ful per se”); [80, p. 279] (“First, autonomous weapon systems are not unlawful per se.
Their autonomy has no direct bearing on the probability they would cause unneces-
sary suffering or superfluous injury, does not preclude them from being directed at
combatants and military objectives, and need not result in their having effects that
an attacker cannot control. Individual systems could be developed that would violate
these norms, but autonomous weapon systems are not prohibited on this basis as a
category.”); see also [7, p. 1105]
40[80, p. 279-281]
41[1, art. 35(2)]
42[78, p. 9]
43[80, p. 279] (“Autonomous systems would not automatically violate the prohibition
on unnecessary suffering and superfluous injury because Article 35(2) only addresses
a weapon system’s effect on the targeted individual, not the manner of engagement
(autonomous).”)
44[80, p. 232] (explaining that military necessity is a principle that undergirds IHL
rather than a strict requirement, and may be satisfied by “interest in maintaining a
technological edge over potential adversaries, in particular by fielding systems that
enable them to deliver lethal force while minimizing the risk to their own forces.”)
45[1]
46[80, p. 259]
47[80, p. 259-261] (explaining that the key issue in the requirement to exercise pre-
caution is feasibility; commanders are not required to sacrifice military advantage to
mimimize harm to civilians)
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at least as well as existing weapon systems or provide some other
military advantage unavailable from those systems.

This is a low threshold in practice, because autonomy does offer
numerous advantages. Autonomous systems reduce the need for
communication between a system and a human pilot or operator.48
This is especially useful compared to remote-controlled systems
in environments where communication is denied or difficult,49 but
even in environments with assured communications, autonomy
frees up communication bandwidth for other uses and allows reac-
tion speeds quicker than communication latency would permit.50
Unlike humans, who suffer cognitive fatigue after time has passed
and suffer from stress, autonomous machines generally continue
functioning at full potential for as long as they remain turned on.51
They may directly use sensors more advanced than human senses,
and they can integrate many different data sources effectively.52
The quick reaction time of autonomous systems may be useful in
applications where human reaction time is insufficient to address
incoming threats.53 Autonomous systems could further allow for
reduction of expensive personnel such as pilots and data analysts.54
Finally, unmanned autonomous weapons need not prioritize their
self-preservation, enabling them to perform tasks that might be
suicidal for manned systems.55

3.3 Proportionality
Proportionality, as codified in Article 51(5)(b) of Additional Protocol
One, prohibits attacks “which may be expected to cause incidental
loss of civilian life, injury to civilians, damage to civilian objects,
or a combination thereof, which would be excessive in relation
to the concrete and direct military advantage anticipated.”56 IHL
does not offer any numerical definition for what constitutes an
“excessive” ratio of civilian casualties, nor has any international
consensus developed.57 In practice, the standard has been treated
as requiring that civilian casualties be “reasonable” in relation to
military advantage.58 This reasonableness standard may be satisfied
by selecting targets based on assessments which use numerical
values to weigh risks to civilians, such as the U.S. Collateral Damage
Estimation Methodology.59

Today’s AWS can only meet half of this standard. There is no
technical barrier preventing an AWS from programatically deter-
mining acceptable distributions of collateral damage using existing
frameworks, however, “military advantage” is considered a subjec-
tive case-by-case evaluation.60 There are some initial attempts at

48[68]
49[76, p. 39]
50[76, p. 43-44]
51[24, p. 15]
52[51, p. 280]
53[33, p. 16], [89, p. 96]
54[36, p. xii]
55[81, p. 406], [51, p. 280]
56[1]
57[80, p. 254]; [88, p. 316-318]
58[80, p. 256]
59[63]
60[78, p. 19-20] (“Because it is contextual, the military advantage element of the
proportionality rule generally necessitates case-by-case determinations.”)

technical methods for assessing proportionality from first princi-
ples, but they leave much to be desired both in terms of practicality
and validity.61

In the near term, human commanders can perform this assess-
ment and pre-specify conditions under which the AWS can act
without violating proportionality.62 Moreover, environments with-
out civilians (e.g., undersea) offer venues where the proportionality
assessment is likely to be fairly straightforward. Thus, AWS can
satisfy proportionality.

3.4 Distinction
Distinction, codified in Article 48 of Additional Protocol One, re-
quires that parties to a conflict “at all times distinguish between
the civilian population and combatants and between civilian ob-
jects and military objectives.”63 Distinction only renders a weapon
per se unlawful if it is incapable of being directed at a specific
military objective, although such a weapon may be unlawful as
applied for failure to distinguish between combatants and civilians
during use.64 Attackers are further required to err on the side of
caution where there is doubt as to whether a target is a civilian or
a combatant.65 Today’s AWS are are generally considered unable
to distinguish between combatants and non-combatants in urban
warfare conditions or other environments that mix combatants and
non-combatants,66 but even absent the ability to distinguish at this
high level, AWS could legally be used in scenarios where there are
no civilians present (e.g. undersea submarines or missile defense).67

3.5 Command accountability
Lastly, command responsibility, also known as “accountability,” sets
forth the requirement that superiors be held liable for war crimes
committed by their subordinates, if they knew or should have
known of the crimes, and failed to take reasonable measures to
prevent those crimes.68 Legal systems which impose responsibili-
ties on superior officers to uphold the law are generally sufficient to
satisfy the command responsibility requirement.69 Human Rights
Watch (HRW) has argued that AWS violate the principle of com-
mand responsibility “[s]ince there is no fair and effective way to
assign legal responsibility for unlawful acts committed by fully
autonomous weapons.”70 This is incorrect; humans decide how to
deploy AWS, and may be properly held liable for failing to do so in
accordance with the law.71 As long as human commanders choose
when and how to deploy AWS, responsibility for the weapon’s
actions rests with the commander, not the weapon itself.

IHL dictates a requirement that commanders must actively en-
sure that weapons they employ adhere to LOAC.72 TheDoDhas also
61See e.g. [8, §6, §7] (describing a numerical model for making lethal decisions ethically
and legally)
62[16, p. 74-75], citing [90, p. 189] and [78, p. 20-21]
63[1]
64[78, p. 10]
65[1, Art. 51(4)]
66[38, p. 129] (“until much more progress is made, we should not be sanguine about
the advantages of robots in theaters on the noncombatant end of the spectrum”)
67[7, p. 6] [78, p. 13]
68[1, Art 86 & 87] [78, p. 33-34].
69[78, p. 33-34]
70[27, p. 42].
71[78, p. 33] [29, p. 69]
72[81, note 121]
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imposed this responsibility unambiguously, stating that “[p]ersons
who authorize the use of . . . autonomous weapons must do so with
appropriate care and in accordance with the law of war, applica-
ble treaties, weapon system safety rules, and applicable rules of
engagement (ROE).”73 The threat of repercussions to those who
would recklessly deploy AWS is a substantive restriction on their
use.

4 RESPONSE TO THE “DIFFERENT
STANDARD FOR AI” ARGUMENT

As mentioned in Section 2, automated targeting recognition (ATR)
systems have been in military use since the 1970s, and ship defense
systems that choose targets via ATR and fire upon them have been
in use since the 1980s. To see one reason why the “higher standard”
argument fails, we show that determining whether ATR should
be considered “autonomous” goes beyond the question of whether
they employ AI or traditional programs.

Some parties consider ATR systems with permission to fire
merely automated rather than autonomous, since the criteria for
targeting were pre-programmed by a human.74 However, this line
becomes very blurry very quickly. In current targeting systems
going back at least as far as 1986, a sensor image is processed and
evaluated against aMLmodel trained on images of enemy aircraft.75
This is already more technologically “learned behavior” than many
assume. But is it significantly different than a system that only
used traditional programming, by comparing a processed image
with pre-programmed specifications regarding the target’s size and
appearance? It is difficult to see why these should be considered
different.

A similar question arises in the other direction: If these targeting
systems were not autonomous before, do they become autonomous
if their ML models are updated with new images of aircraft spotted
during their use?

Moreover, if a very dedicated programmer examined the final
code of an ML model or AI agent and rewrote it from scratch, surely
it did not become traditionally programmed and therefore no longer
autonomous?

A much more consistent and practical approach is to consider
the traditionally-programmed weapon system to be autonomous
as well, since they do select their own targets (albeit using pre-
specified criteria) and fire upon them. A high standard should apply
to all AWS, regardless of programming technique.

Including traditional programs as AWS also makes sense from
a security perspective. Traditional programs are also vulnerable
to attacks where they behave very differently than intended, or
even fall under adversarial control. Modern security, authentication,
and encryption mechanisms have been improved and refined over
the years and it is commonly understood that the earlier these
requirements are incorporated into the design of a system, the
better that system will be (both in security and performance).76

73[19, §4.b]
74[16, p. 24] (“There is an open debate over whether it is appropriate to discuss auton-
omy in the area of targeting because the software technology that existing weapon
systems use to find and attack targets is, from a technical standpoint, closer to basic
automation than autonomy.”
75[14]
76[69]

Traditionally-programmed weapons systems (autonomous or not)
must defend against adversarial action as well.77

The “different standard for AI” argument also has consequences
for the LOAC requirements of distinction, proportionality, and com-
mand accountability. (The requirements of suffering and military
necessity are not strongly affected either way.) All three of these
requirements are also affected by the problem described above, of
the categorization being unclear. However, each of these also suffers
from additional issues:

Distinction. The “autonomous” part of an AWS to refers only
to the AWS’ permission to choose its targets and decide whether
to fire. If AI were held to a higher legal standard than traditional
programming then a question arises as towhether the “autonomous”
part is in the identification of the target, or the decision to fire.

Imagine an AWS that “learns” its targets using AI, and uses tradi-
tional programming to compare identified targets to pre-specified
profiles and make a firing decision. AI would be responsible for
choosing targets, but not the decision of when to fire. If the AWS
fires on a non-combatant, was it due to the AI, or the traditional
program? In our view, the failure was in the whole system (since
it could have been addressed by improvements in either one), and
thus, it makes sense to treat this system as any other AWS, even
though the firing decision logic was pre-programmed.

There is one other issue with treating traditional programs as
non-autonomous regarding distinction. It is generally accepted
that the pace of battle and warfare is speeding up.78 So far, au-
tonomous targeting decisions have only been required in especially
fast-paced domains, such as missile defense. But as this changes,
more machine decisions will replace human decisions. Leaving
traditionally-programmed AWS out of the discussion would be a
mistake.

Proportionality. Since attempts at having AWS “learn” how to
balance military advantage against civilian casualties are still in
their early stages79 (and may indeed never be achievable), several
parties have proposed that human values could be pre-programmed
into an AWS instead.80 This puts proportionality decisions in the
realm of traditional programming rather than AI. But if a weapon
system is in a position to need to make a proportionality judgement
in the first place (using pre-preogrammed values or not), then that
should be autonomous enough for the purposes of being considered
an AWS, even if the system contains no AI at all.

Command accountability. A common argument for a ban on
AWS is that AI is too unpredictable to be governed under the com-
mand accountability standard.81 Commanders would be unable
to judge what AI is likely to do, and therefore could not be held
accountable for the AI’s actions. Technically, this is not exactly a
“higher standard” argument – the objection is that while traditional
77See e.g. [40]
78[86, p. 63] (quoting an unnamed army colonel: “The trend towards the future will be
robots reacting to robot attack, especially when operating at technologic speed . . .As
the loop gets shorter and shorter, there won’t be any time in it for humans.”)
79[8], [64]
80[16, p. 74-75], citing [90, p. 189] and [78, p. 90]
81See e.g. [28] (“Would fully autonomous weapons be predictable enough to provide
commanders with the requisite notice of potential risk? Would liability depend on a
particular commander’s individual understanding of the complexities of programming
and autonomy?”)
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programming can meet this single standard, artificial intelligence
cannot. However, the core of the argument stands, since as a prac-
tical consequence of this requirement, the single standard would
restrict AI more than traditional programs.

The core of the argument is based in fact – AI is notorious for
failing unpredictably, in contrast to traditional programs.82 As we
will discuss further in Section 6, testing methods for AI perform
poorly compared to those for traditional programs, partly because
of the relative age of the fields and partly due to the nature of the
problem itself. However, we need not develop perfectly predictable
AI, we need only develop AI that is capable of meeting the reason-
ableness standard.83 The difference between restrictions on AI and
traditional programs would lessen in the presence of better testing
mechanisms for AI, rather than remaining artificially inflated as a
result of a separate standard.

5 RESPONSE TO THE “AI WILL NEVER
IMPROVE” ARGUMENT

As we have described above, although there are constrained envi-
ronments where AWS can meet the requirements of LOAC, there
are some tasks that AWS struggle to do with current technology.

There is reason to believe that artificial intelligence will see
major changes in the coming years. Beyond the DoD’s push to-
ward autonomy, AI and ML are also growing in the commercial
sector. Developments in autonomous vehicles are likely to be es-
pecially helpful for military applications. 37 states have enacted
legislation or passed an executive order to encourage the testing of
autonomous vehicles.84 However, the progress in the commercial
sector may not be enough – requirements on AWS are likely to
be tougher than anything average companies have to deal with.85
We proceed to specifically address how developments in AI could
impact distinction, proportionality, and command accountability.

Distinction. Those who doubt AI will ever be able to distinguish
combatants from non-combatants have a point – targeting itself
is already a difficult task on the battlefield, without even getting
to determining the target’s validity. Current targeting practices
are severely limited and suffer from too many false alarms and
the inability to recognize “clutter” in a sensor image.86 They must
also deal with dynamic targets which not only look different in
different environments, but also actively mask themselves or create
decoys.87 Presently, human+machine combinations seem to out-
perform both humans alone (in time and accuracy)88 and machines

82[60]; see also [11] on synthesizing inputs which cause these failures and [48] on
surprising results during AI development
83[29, p. 69] (“a commander must have a reasonable understanding of the AWS and
how it will work before deploying it in a particular situation”). See also “dynamic
diligence” [52]
84[2]
85[25, p. 12-13] (Most commercial applications of autonomy benefit from a simplified
environment, greater ability to use humans for difficult steps in the process to be
made autonomous, and a lack of direct adversaries that are attempting to defeat the
commercial system.); See also Feldman et al. [31, p. 6], describing how resiliency is
not a priority in commercial AI, but that development of military AI may aid the
commercial sector.
86[70, p. 7]
87[70, p. 7]
88[70, p. 7] [45] [71] [50]

alone (in accuracy).89 Improving the performance of targeting soft-
ware (using any and all programming techniques) is an area of
ongoing research.90

There have been attempts to create AWS that can directly sat-
isfy distinction in the context of recognizing surrender. The Sam-
sung SGR-A1, an AWS developed for use (though never used au-
tonomously) in the demilitarized zone between South and North
Korea, recognized arms held high above the head as a sign of sur-
render.91 However, so far, these attempts have not been promising
enough to survive pilot programs.92

However, none of this is to say that AWS will never be able to
distinguish adequately between civilians and combatants. Given
the rapid progress in other technological fields, it seems prudent
to at least allow for the possibility that distinguishing AWS could
be built. Indeed, algorithms could ultimately become better than
humans at distinguishing.93

Proportionality. The impact on proportionality is similar to the
impact on distinction, though the current trends in the technology
show less potential for improvement.94 It has already been demon-
strated that AWS could use human-programmed values to aid in
the proportionality determination, but what about fully artificial
reasoning?

Existing methods to technologically learn the principle of pro-
portionality essentially attempt to encode numerical and logical
systems of ethics.95 A similar idea is to encode guidelines found
in army manuals.96 A third option is to have the machine learn
from human decisions.97 All of these attempts focus on a narrow
domain where the AWS must make decisions. They impose restric-
tions on the AWS’s actions, requiring it to adhere to ethical or legal
principles.

For proportionality more than distinction, newer developments
are needed before an AWS should try to directly automate the
proportionality decisions. As AWS become more popular, this will
become a more important endeavor.

Command accountability. Finally, the command accountability
requirement dictates that AI be sufficiently predictable for comman-
ders to be reasonably held accountable for their actions.98 As we
said in Section 4, however, we need not predict AI perfectly. We sim-
ply need to predict it sufficiently well for command accountability
to hold. AI testing is an active area of research, and we believe it is
possible for AI to be predictable enough for the command account-
ability property to be met in the future. In the meantime, it would
be prudent to hold commanders accountable for even unpredicted
AWS actions, to discourage over-reliance on the AI.

89[70, p. 7,9] [14]
90[23]
91[66], [16, p. 25]
92[64]
93[16, p. 74], citing [51, p. 273-315] and [9, p. 1-9]; [92]
94Contrary to the technological attempts to improve distinction, there is only onemajor
attempt at having a machine perform the entirety of the proportionality computation
[8, §5-6] and to our knowledge, it has not been incorporated into any military programs
for testing.
95[8, §5-6]
96[63]
97[64]
98See note 83



Dismantling False Assumptions about Autonomous Weapon Systems Conference’17, July 2017, Washington, DC, USA

6 OVERCOMING THE PREDICTABILITY
BARRIER

A key issue involved in determining whether or not an AWS meets
the LOAC criteria involves how predictably it will behave.99 The
idea that AI is too unpredictable for use in AWS is behind both
arguments we disputed earlier. The worry about holding AI to a
higher standard is only raised because we are not good at predicting
what AI will do. The belief that AI will always fail at certain tasks
incorporates the assumption that we will never be able to better
predict AI behavior. But, even for humans, perfect adherence to IHL
is an impossible goal.100 We do not need to be perfect at predicting
AI behavior, we just need to be sure that our predictions are good
enough to comply with LOAC.

Both assumptions are also based on the correct premise that
today’s technology is not good at predicting AI actions, compared
to traditional program testing. Due to the nature of AI itself, we
will likely never be as good at predicting AI as we are at predicting
the behavior of traditional programs (though traditional programs
have bugs and exploitable flaws that demonstrate that we are not
perfect at predicting the behavior of those either). But there is a
real possibility that we will get good enough at predicting AI that
LOAC compliance in more complex environments is possible.

Absent a blanket ban, we must ensure that International Human-
itarian Law apply to all AWS in a coherent and consistent manner.
In this section, we describe the current state of testing and eval-
uation for traditional programs, machine learning, and artificial
intelligence.

The DoD (and the commercial domain) has mature testing meth-
ods for traditional programming, but these are not sufficient for
the requirements on autonomous weapon systems.101 Autonomous
weapons also have high security requirements to mitigate damage
if an autonomous device is compromised. Even with the limited
forms of autonomy in use today, misjudgements in software and
malfunctions in hardware have been lethal.102 The human chal-
lenges brought about by AWSs are no less daunting – humans must
understand how and when to use autonomous systems. The human-
computer interface problem has caused instances of friendly fire
in the past because even the humans trained in the use of a sys-
tem misunderstood some of the system’s properties,103 or came to
be overly-reliant on its judgements.104 Human commanders must
learn and understand when an autonomous system is a good al-
ternative to using a non-autonomous system, and ensure that the
personnel that monitor them have been sufficiently trained in how
to do so.105

6.1 Testing methods for traditional
programming are mature

One advantage of traditional programming over ML and AI in
the context of AWS is that the testing techniques for traditional
programming are much more mature than those for ML and AI.
99[19, enclosure 2]
100[81, p. 408]
101[24, p. 62] [59, p. iv] [21, p. 5] [30, p. 23]
102[82]
103[67]
104[86, p. 125]
105[24, p. 65]

Over decades of developing programming languages and tech-
niques, robust methods and frameworks have been developed for
unit testing individual components of a program and integration
testing to ensure that the components work together properly.
These include static code analysis (analyzing the program’s source
or binary without running it), dynamic analysis (running the pro-
gram on some test inputs), fuzz testing (running the program on
random inputs), and a number of design principles to help ensure
that the tests are covering as many edge cases as possible.106 Tests
are sometimes accompanied by formal verification, which seeks to
generate a proof of correct behavior in the presence of good inputs
and some assumptions.107

One important takeaway from traditional testing methods is the
idea of deliberately inducing failure. It is not sufficient to ensure
that the program works correctly on expected inputs; programs
must also fail gracefully on unexpected inputs – say, by outputting
an error instead of crashing or exhibiting undefined behavior.

6.2 Traditional programs often have
catastrophic bugs and vulnerabilities

Despite all the testing methods for traditional programs, software
is still notoriously buggy and rife with exploitable flaws. In 2015,
a pair of hackers demonstrated their ability to remotely hack and
control a car.108 This would clearly be a bad outcome for an AWS,
and this vulnerability arose solely from traditional programming
methods (though hopefully, a military would have had more strin-
gent security requirements than the car manufacturer). This is a
different problem than the unpredictability of AI, but it demon-
strates that we also sometimes struggle to predict the consequences
of adversarial inputs in traditional programming. In addition, AWS
based on any method would also need to be resistant to physical
tampering and would need sufficient security and encryption to
prevent secret information from falling into enemy hands.

6.3 Testing methods for machine learning and
artificial intelligence are limited

By contrast, testing methods for machine learning and artificial
intelligence are much less developed.109 This is partly due to the
younger age of the field; we should expect testing methods for ML
and AI to improve over the coming decades.

Supervised110 machine learning models are typically evaluated
based on their accuracy on the test data. At minimum, the model is
run against test data (with known “truth”) to measure its accuracy.
Sometimes, multiple parameters in the model are tweaked to find
the best tradeoff between false alarms and false misses. Calibra-
tion111 is also a common tool to ensure that the algorithm knows
how likely a specific output is to be correct.

106For an introduction to topics in software testing, see [58], [22]
107See e.g. [57]
108[55]
109[26, app. D]
110Supervised ML uses example input/output pairs to let the model learn what output
to return on new inputs [37, p. 103]. In unsupervised ML, there are no known examples,
rather, the algorithm looks for patterns in data.
111[13]
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Machine learning also struggles if the algorithm does not match
the dataset.112 But this is not simple: ML and AI programs are often
used to solve problems that the programmers cannot verify directly.
It is virtually impossible to generate the kind of data needed to
train military-combat AI in a laboratory setting113 and the space
of possible inputs/outputs to test becomes so large that it is im-
possible to test them exhaustively.114 The program will be either
“too abstract to be properly computable, or too specific to cover
all situations.”115 But the program must be given some form of
“correctness” (in the form of labeled training data, a utility function,
or observing decisions) to be able to learn what to do.

There are very few mature methods for testing machine learning
or AI beyond the accuracy approaches, but there are many candi-
dates under current research. See e.g. [65, 91, 93] just to name a few.
The accuracy approach is useful for making the algorithm behave
well on inputs it (or the programmer) expects, but are ineffective at
helping the algorithm deal with unexpected input.

Methods to test AI robustness have been identified as a key re-
search area for AI in 2015.116 We need testing methods that measure
AI’s verification and validity. These two measures are different. Ver-
ification asks how good the system is at achieving its goal, while
validity asks whether its goal was good in the first place. ML and
AI are also vulnerable to attacks where adversarially-chosen input
can consistently yield incorrect results.117

For the meantime, we do not have mature tools to estimate the
likelihood of failure under adverse conditions, though this is an
active area of research in both the military and commercial sectors.
However, we only need a rudimentary estimate of the probability of
failure in order to take steps to reduce the consequences of failure,
should one occur.

6.4 Restricting the consequences of failure
Aside from the question of how likely an AWS is to fail, we must
also address the consequences of failure. The capability of the AWS
and the environment in which it is deployed both affect the conse-
quences of a malfunction.118 Furthermore, the speed with which
the AWS acts could affect the damage done by a misbehaving AWS:
If a human operator is present or the AWS automatically stands
down after a certain amount of time has passed, then the damage
potential is limited by that timespan and the speed of the AWS.119
A human supervisor is unlikely to prevent failure from occurring in
the first place, but there are many scenarios where the human can
prevent a failure that already happened from getting worse.120 This
has design consequences: if we are to rely on human intervention

112[37, p. 105], (âĂĲThe algorithm can return bad results if the underlying dataset
violated assumptions of the algorithm – for example, if the data should have been
represented by a curve, rather than a line. And the higher quality the input data, the
higher quality the result”)
113[81, note 130] (citing an interview with Leslie Pack Kaelbling at note 70)
114[16, p. 70], [30, p. 23]
115[64]
116[74, p. 107]
117[60] [11] [4] [12, p. 144]
118[77, p. 9] (“The consequences of failure with an autonomous car are far more
potentially sever than a toaster failing to properly cook bread . . . [t]he hazard associated
with an autonomous car driving on a closed-circuit track is much less severe than one
driving through crowded city streets with pedestrians.”
119[77, p. 10]
120[77, p. 11]

to limit the consequences of a bad decision made by an AWS, then
the decisions made within the timeframe of a few seconds should
have minimal irreversable consequences.

Temporal or hardware restrictions can also reduce the risk of
misuse. An analogy may be drawn to mines.121 Under the Hague
Convention, unanchored automatic contact mines must become
harmless within an hour after they leave control of whoever laid
them.122 AWS can apply the same principle and deactivate (or some
other appropriate action) if they are away from human control for
longer than expected. Putting these restrictions in hardware and
rendering the AWS physically useless after this period will also
lower the risk of adversaries controlling the AWS.

7 CONCLUSION
We began this work by highlighting two frequent claims in the
debate over whether to ban AWS, both of which arise due to the
unpredictability of AI systems using today’s technology. We rebut
the first claim, that AI-based autonomous weapons should be held
to a different legal standard than traditionally programmed AWS,
by showing how blurry the line is between different technologies
in AWS, and by specifically addressing consequences of analyzing
compliance under IHL. We fully believe that AI-based AWS should
be held to a high standard to ensure that it complies with extant law,
but we believe that all AWS should be held to the same standard,
regardless of their programming technique. The second claim is
that AI will never improve significantly beyond today’s technology.
Though none of us know for sure what the future will bring, there
is enough evidence of rapid improvement in AI that we think it
prudent to allow for the possibility that AI will improve greatly
over the coming years. Both of these claims were partly based on
the unpredictability of today’s artificial intelligence. We provide a
feel for the current landscape of testing for traditional programs,
ML, and AI, and identify methods for mitigating bad consequences
of AWS in the short term, while our understanding of AI improves.
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